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Abstract

Kidney stone disease has become more prevalent through the years, leading
to high treatment cost and associated health risks. In this study, we explore a
large medical database and machine learning methods to extract features and
construct models for diagnosing kidney stone disease. Data of 46,250 patients
and 58,976 hospital admissions were extracted and analyzed, including
patients’ demographic information, diagnoses, vital signs, and laboratory
measurements of the blood and urine. We compared the kidney stone (KDS)
patients to patients with abdominal and back pain (ABP), patients diagnosed
with nephritis, nephrosis, renal sclerosis, chronic kidney disease, or acute and
unspecified renal failure (NCA), patients diagnosed with urinary tract
Infections and other diseases of the kidneys and the uterus (OKU), and
patients with other conditions (OTH). We built logistic regression models
and random forest models to determine the best prediction outcome.

Methods

We constructed machine learning models to find the best way to categorize
patients and predict outcomes, including decision trees, random forests, and
logistic regression. We extracted the most important features from 81 total to
determine model variables. The performance was quantified using sensitivity
(recall or true positive rate), specificity (true negative rate), accuracy, and
AUROC (area under the receiver operating characteristics). Sensitivity
Indicates what percentage of patients with a disease are correctly identified
and specificity indicates what percentage of patients without a disease are
correctly identified. A way to see how accurate a logistic regression model Is,
IS to use AUROC, or area under the receiver operator characteristic (ROC).
This graph gives us a threshold independent measurement of how well this
model Is compared to a random model. The closer these values are to 1, the
better the outcome.
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Results

After exploring many different models including decision trees, random forests, and logistic regression models, we found that

the logistic regression models produced the best overall results out of all the models. For KDS VS ABP the most correlated
variables were EGFR, CO2, BUN, age, and creatinine. For KDS VS NCA the most correlated variables were Elixhauser

comorbidity score and BUN. For KDS VS OKU the most correlated variables were BUN, bands, and creatinine. For KDS VS
OTH, the most correlated variables were BUN and creatinine. We have included some of the logistic regression results tables

that we created. Also shown below Is an ethnicity and gender distribution table.

Table 1. Logistic regression using most correlated variables summary
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Table 2. Regression summaries when using EGFR, age, creatinine, CO2, and BUN

KDS VS ABP

KDS VS NCA

KDS VS OKU

KDS VS OTH

.| 1% Lab
Res.

1% Lab Res.
and 1°* Adm.

Avg.

1% Lab
Res.

1** Lab Res.
and 1% Adm.

Avg.

1 Lab
Res.

1°* Lab Res.
and 1°* Adm.

Avg.

15t Lab
Res.

1% Lab Res.

and 1°* Adm.

AUC

.744

.718

.741

752

.648

632

671

.649

SPECIFICITY |.

591

.744

.758

754

.881

.903

SENSITIVITY | .

.746

.657

444

.394

.323

ACCURACY

.683

755

871

.894

Table 3. Ethnicity and gender distribution
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Conclusion

KDS VS ABP Model
Age, mean respiratory rate, blood chloride,
blood creatinine, and blood CO2 levels
using the patients’ first lab results.
accuracy of 0.699 and maximized
sensitivity with a value of 0.726

KDS VS NCA Model
Elixhauser score and blood urea nitrogen
(BUN) values using the first lab results for
patients with first admittance
Accuracy of 0.883 and maximized
specificity of 0.898.

KDS VS OKU Model
Estimated glomerular filtration rate
(EGFR) calculated from the average lab
values
Accuracy of 0.852 and maximized
specificity of 0.922

KDS VS OTH Model
Age, EGFR, BUN, blood creatinine, and
blood CO2 using the first lab results for
patients with first admittance
an accuracy of 0.894 and maximized
specificity of 0.903.

Possible Model Uses

1. Diagnose patients that come Into
critical care hospitals

2. Provide a steppingstone for researchers
to build off if they want to build kidney
stone models for a different population of
patients.
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